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Abstract

We present an approach for the quantification of the usefulness of
transfer in reinforcement learning via regret bounds for a multi-agent
setting. Considering a number of R agents operating in the same Markov
decision process, however possibly with different reward functions, we
consider the regret each agent suffers with respect to an optimal pol-
icy maximizing its average reward. We show that when the agents
share their observations the mutual regret of all agents is smaller by
a factor of v/R compared to the case when each agent has to rely
on the information collected by itself. This result demonstrates how
considering the regret in multi-agent settings can provide theoretical
bounds on the benefit of sharing observations in transfer learning.
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1 Introduction

Transferring relevant knowledge to apply it to a variety of similar environ-
ments is not a new concept: in psychology and cognitive sciences, it is well
known that humans learn better when they are already familiar with a similar
task. This concept helped form transfer learning, a wide and important area
of machine learning with a lot of empirical studies, but few theoretical guar-
antees available, see e.g. [16] for a survey. This holds true even more in the
specific area of transfer in reinforcement learning (RL), which presents some
additional challenges. In an RL problem the learner when set a task has to col-
lect information in the underlying domain by itself with the aim of finding a
successful policy fulfilling the task. The question of transfer is to what extent
the collected information and the learned policy can be useful for a different
task in the same or a similar domain. One of the problems is that in general
the different task may demand a completely different sampling strategy from
the learner so that observations for a different problem setting may turn out
to be not very useful. This makes the question of transfer already difficult for a
concrete problem setting and it is even harder to come up with any theoretical
results that generalize beyond.

Accordingly, the two survey papers of Taylor & Stone [22] and Lazaric [14]
are mainly dedicated to establishing a taxonomy of various settings as well as
used performance criteria investigated in the literature. One particular problem
is the quantification of the benefit of transfer in RL, for which there are hardly
any general results. While Taylor & Stone [22] present different criteria for
the evaluation of transfer learning methods, these are rather discussed with
respect to application to empirical studies.

Among the considered criteria are the total reward, that is, the total amount

of accumulated reward, and the transfer ratio, that is, the ratio of total reward
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accumulated with transfer over the total reward accumulated without transfer.
This latter criterion is the closest in the literature to what we suggest in this
paper, that is, to consider the regret in order to measure the utility of re-using
samples. The regret compares the accumulated rewards of a learning agent to
that of an optimal policy. In what follows we aim to show that the regret of
an agent that learns to solve some task becomes smaller when it uses samples

collected during learning some other task.

1.1 Mutual Regret in a Multi-Agent Setting

Our results are derived in a more general multi-agent setting with several
agents simultaneously learning different tasks in the same environment, repre-
sented by a Markov decision process (MDP) with a transition function common
to all agents but specific reward functions for each single agent. The agents
share their observations and we are interested in quantifying the usefulness
of the shared information. For this we propose to compare the mutual regret
over all agents to the regret in the standard (single-agent) RL setting when no
additional information is available. The respective improvement in regret can

be interpreted in terms of mutual transfer between the learning agents.

1.2 Related Work

While Taylor & Stone [22] mention multi-agent settings as an interesting appli-
cation area for transfer (cf. the related survey [20]), there is also a particular
survey of da Silva and Costa [6], which discusses transfer for multi-agent RL.
In general, whereas we will concentrate on MDPs in which all agents share a
common transition function that only depends on the chosen action by each
individual agent, work on multi-agent RL (MARL) settings often rather con-
siders the more complex stochastic game scenario where transitions depend

on the joint actions chosen by the agents. This also gives rise to different
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goals ranging from Nash equilibria and cooperative learning to adversarial set-
tings in which one is interested in algorithms for a single self-interested agent.
Applications for such settings can be e.g. found in game playing, fleet balance,
autonomous driving, or robotics, see [4, 11, 26]. Research on transfer learning
in MARL settings often provides general frameworks and architectures [25, 27],
also for cross-task transfer [19], however there are hardly any general results
available.

Our approach rather fits the inter-agent transfer learning setting discussed
in the survey [5]: Rather than having a single agent that transfers knowledge
of its previous tasks, we have several agents simultaneously learning from each
other. In our setting they are solving different tasks, however do this in the
same environment.

Although only loosely related to our research, we briefly point out some
work on transfer in multi-agent deep RL. In general, transfer in (single-agent)
deep RL has its own specific challenges, the survey of [28] provides a brief
overview of different topics and methods. A respective survey on multi-agent
deep RL is also available [7], a more recent review focuses on the cooperative
setting [15]. As theoretical results are already scarce for deep RL, we are not
aware of any respective guarantees in the more general multi-agent settings.

More importantly, the setting of multiple agents collaborating on a single
problem has been dealt with in the literature under various different names. In
fleet learning, the agents do not interact with each other, but instead act at the
same time in similar environments. This is used in practice for various uniform
machines with slight differences in manufacturing, such as wind farms [23].
Unlike that, in our setting, the agents share the environment but may have

completely different tasks.
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In distributed learning one aims to scale up learning by using multiple
parallel agents on the same task, see e.g. [8]. This idea has also been used for
more difficult learning settings such as POMDPs [1]. We generally consider the
agents having different tasks, however also show some improvements in theory
and experiments when all agents try to solve the same task. Moreover, we are
not aware of any other work that considers regret in a distributed RL setting.

Another related concept is federated learning, which however puts more
emphasis on different topics such as privacy and limiting the amount of data
that is shared, see [18, 13], which is something that is not relevant in our

setting.

1.3 Contributions and Outline

We consider a multi-agent setting in which all agents have the same state
and action space. The transferred knowledge is the experience of each single
agent (also called instance transfer), which is shared with all other agents. It
is assumed that each agent learns a different task, however the agents act in
the same environment. That is, the transition probabilities are the same, while
each agent as its own reward function.

For this setting, we propose an optimistic learning algorithm that is an
adaptation of a single-agent RL algorithm to the multi-agent case and for which
we can show regret bounds that are able to quantify the benefit of transfer in
the considered setting. Implicitly our multi-agent algorithm also contributes
to an issue pointed out by Lazaric [14] who stated that “the problem of how
the exploration on one task should be adapted on the basis of the knowledge of
previous related tasks is a problem which received little attention so far.”

As already mentioned we are interested in regret bounds that measure for

any time step T' the difference of the accumulated reward of an agent to the
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total reward an optimal policy (for the respective agent) would have achieved.
We will see that while it is difficult to say how much benefit the experience of
a single agent contributes to learning another task by a different agent, when
considering the mutual regret over all agents the worst case regret bounds are
smaller by a factor of v/R for a total of R agents.

These are the first theoretical regret bounds for reinforcement learning
with multiple simultaneously learning agents in MDPs we are aware of. Our
theoretical findings are complemented by experiments on two toy domains,
which confirm that the regret in the joint learning setting per agent is smaller
than in the standard RL case. From the perspective of transfer learning, these
results demonstrate the mutual utility of samples collected by agents learning

different tasks in the same environment both practically and theoretically.

The paper is organized as follows: We start with some preliminaries about
MDPs in Section 2. Section 3 defines the precise setting of transfer learning we
are interested in and introduces the notion of mutual regret in a multi-agent
setting. Then we present our algorithm, for which we also provide respective
performance bounds in the main Section 4, followed by a detailed discussion
about the interpretation of our results from the perspective of transfer learning
in Section 5. Section 6 presents the results of some complementary experiments.
The paper is concluded by Section 7 considering a few open questions and

possible directions of future work.

2 MDP Preliminaries

Before we introduce the transfer learning setting we consider, we start with
some preliminaries on Markov decision processes (MDPs), which will be used

to represent single learning tasks.
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Definition 1. A Markov decision process M = (S, A, p,r, s1) consists of a set
of states S of finite size S and a set of actions A of finite size A available in
each of the states.® When choosing an action a € A in state s € S, the agent
obtains a stochastic reward with mean r(s,a) and moves to a new state s’
that is determined by the transition probabilities p(s'|s,a). The learning agent

starts in an initial state sq.

A policy in an MDP defines which actions are taken when acting in the
MDP. In the following, we will only consider stationary policies 7 : § — A
that pick in each state s a fixed action m(s). For the average reward criterion
we will consider, it is sufficient to consider stationary policies (cf. Section 2.2

below).

2.1 Assumptions and the Diameter

To allow the agent to learn, we make further assumptions about the underlying
MDP. First, with unbounded rewards it is difficult to learn (as it is easy to
miss out a single arbitrarily large reward at some step), so we assume bounded
rewards. Renormalizing, in the following we make the assumption that all
rewards are contained in the unit interval [0, 1].

Further, we assume that it is always possible to recover when taking a
wrong action once. This is possible if the MDP is communicating, i.e., any
state is reachable from any other state with positive probability when selecting
a suitable policy. That is, given a communicating MDP and two states s, s’
there is always a policy 7 such that the expected number of steps T (s, s') that
an agent executing policy 7 needs to reach state s’ when starting in state s is

finite. Next, we introduce the diameter of the MDP, a related parameter we

Mt is straightforward but notationally a bit awkward to generalize our setting as well as the
results to the case where different actions are available in each of the states.
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will use in the following that measures the maximal distance between any two

states in a communicating MDP.

Definition 2. The diameter D in a communicating MDP M is defined as

D(M) := max minTy(s,s).

s,s’eS w

2.2 The Learning Goal and the Notion of Regret

The goal of the learning agent is to maximize its accumulated reward after any
T steps. For the sake of simplicity, in the following we will however consider

the average reward
T

i 7 Y rloe )
where s; and a; are state and action at step t, respectively. Unlike the accu-
mulated T-step reward, the average reward is known to be maximized by a
stationary policy 7* [17]. The optimal average reward p* is a good proxy for
the (expected) optimal T-step reward, as Tp* differs from the latter at most
by a term that is of order D, as noted by [12]. Accordingly, we measure the

performance of the learning agent by considering its regret after any T times

steps defined as
T

Ry :=Tp" — Zrt,

t=1
where r; is the reward obtained by the agent at step t.

Literature provides bounds on the regret for various algorithms. One of the
first algorithms for which regret analysis has been provided is UCRL2 [12], an
algorithm that implements the idea of using optimism in the face of uncertainty
and that inspired several variations based on the same idea [9, 10, 3]. For
UCRL2, a regret bound of order O(DS V/AT) has been given, complemented by
lower bound of Q(v/DSAT) showing that the upper bound is close to optimal.
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In the meantime, the gap between upper and lower bound on the regret has
been closed in [2] for another optimistic algorithm in the spirit of UCRL2.
We will employ UCRL2 as a base for our multi-agent learning algorithm in

Section 4.

3 Transfer Learning

In this section, we first suggest how regret can be used to quantify the benefit
of transfer in RL in a sequential setting, before introducing the related notion

of mutual regret in a multi-agent setting.

3.1 Sequential Transfer Learning

We are interested in the situation when a learning agent is presented two or
more tasks in a row, each represented by an MDP on the same state-action
space. That is, we have a finite sequence of MDPs My, M>, ..., My and the
learner operates in each MDP M, for T, steps, before the task changes to the
next MDP M, ;1. (Unlike the tasks themselves, these change points are known
to the learner.)

The transfer learning paradigm we suggest is as follows. Consider the regret
of a learning algorithm that treats the tasks independently of each other and
compare it to the regret of a modified algorithm that uses in each task M,
the information gathered in previous tasks My, Mo, ..., M,_1. The difference
in regret obviously is a quantification of the benefit of transfer.

Obtaining bounds for transfer learning in a given task sequence seems to
be hard however, cf. the open questions at the end of the paper. What we
managed to achieve are results for a related measure which we call mutual

regret in a multi-agent setting, which we introduce in the following section.
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3.2 Mutual Transfer and Regret in a Multi-Agent Setting

While transfer as defined in the previous section depends on a fixed task
sequence M7, M, ..., My, we rather take a look at the joint transfer over all
permutations of these tasks. More precisely, we consider the following multi-
agent setting, which generalizes the introduced RL setting to more than one
agent. There are N learning agents o = 1,2,...,N which simultaneously act
in their own MDP M,,. We assume however that all agents share their experi-
ences. That is, each agent has immediate access to all the observations made
by each other agent «, in particular its history (s, af,r{)i>0 specifying the
state sj* visited at step ¢, the action af chosen and the reward r;* obtained.
(As each learning agent aims to maximize its own rewards, knowledge of the
other agents’ rewards is only of use in the special case when all agents have
the same reward function, cf. Theorem 2 below.)

In terms of the transfer learning setting introduced before, this means that
each agent learns its own task M., however having at any step t access to the
samples collected by the other agents in their learning tasks up to the same
step t. Unlike in the sequential setting where we assume that the learner has
all the information on the previous tasks, this means a more limited access
and accordingly a harder task.

In what follows we consider that all agents act in the same environment,
thus having not only the same state-action space but also common transi-
tion probabilities. However, each agent « is assumed to have a different task,
represented by a reward function r*(s, a) specific to the agent a.

Then for each agent o we can define its individual regret as

T
RT :=Tp" — Zr?,

t=1
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*,00

where p™® is the optimal average reward under the reward function r®. The
individual regret can be considered as a proxy for the regret in the sequen-
tial transfer learning setting for which it seems difficult to obtain meaningful

results. In the following we will instead consider the mutual regret defined as

the sum of the individual regret over all agents, i.e.,

Ry =) RS

We stick to the idea we have suggested for the sequential transfer setting: Our
aim is to compare the mutual regret averaged over all agents to the regret
when learning one of the tasks M, in isolation (i.e., without transfer). The
following section shows that one can indeed obtain respective improved regret
bounds for the multi-agent case, showing that one can quantify the benefit of

transfer via bounds on the mutual regret.

4 Regret Bounds for Multi-Agent Learning

In this section, we propose an algorithm for the introduced multi-agent setting

and present upper bounds on the mutual regret of all learning agents.

4.1 UCRL2 with Shared Information

For our approach we propose Multi-agent-UCRL (shown in Algorithm 1), a
variant of the reinforcement learning algorithm UCRL2 [12] that is able to
make use of shared information. That is, each agent will select its actions
according to UCRL2 (briefly introduced below) however using not only

information collected by itself but also by all other agents.
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Algorithm 1 Multi-agent-UCRL with shared information
1: Input: State space S, action space A, number of agents N, confidence
parameter 0.

: Initialization: Observe the initial state sq.

: In the following, let ¢ be the current time step.

. for episodes k =1,2,...:

: Compute estimates 7f(s,a) for rewards of each agent o and estimates
Pr(- | s,a) for transition probabilities (common to all agents).

: Compute policy 7 for each agent o:

7. Let M¢ be the set of plausible MDPs M with rewards 7(s, a) and transition

probabilities p(- | s,a) close to the computed estimates

[SLIE I V)

[=2]

| 7(s,a) — 75 (s,a) | < confy(s,a,S, AN, d,t),
||ﬁ( | Saa) _ﬁk(' | s,a)Hl < Confp(s,a,S,A,N,5, t)

8: For each agent o compute an MDP M,? in M§ with
o (V1) = max{p* (M) | M € Mg},

Further, let 77 be the respective optimal policy in M o2

9: Let each agent o execute policy 7}

10: Let each agent «

11: > choose action af = 75 (sy),

12: > obtain reward r¢*, and

13: > observe state sf) ;.

14: If the number of visits of some agent in some state-action pair has been
doubled since the start of the episode, terminate current episode and start
new one.

UCRL2 is a model-based algorithm that implements the idea of optimism
in the face of uncertainty. Basically, UCRL2 uses the collected rewards as well
as the transition counts for each state-action pair (s,a) in order to compute
estimates 7, p for rewards and transition probabilities, respectively (cf. line 5
of Algorithm 1). While the original algorithm only considers a single agent, in
the shared information setting the estimates are computed from the collected
observations of all agents. Based on the estimates and respective confidence

intervals a set M of plausible MDPs is computed for each agent « (line 7).

2The computation of 7 and J\;I,S‘ can be done using extended value iteration as introduced
in [12]. For the proof of the regret bound we will assume that extended value iteration is employed

with accuracy 1/v/%.
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These confidence intervals are chosen so that on the one hand they shrink with
an increasing number of observations but on the other hand always contain the
true values of the underlying MDP with high probability. Different choices for
these confidence intervals have been suggested in the literature. Here we stick
to the confidence intervals originally used for UCRL2 [12], however point out
that one can e.g. use tighter Bernstein style concentration inequalities such as
suggested in [3]. Instead we use simpler Hoeffding concentration inequalities

and define the confidence intervals used by agent « at step t as

25 AN
7log (2545L)
2max {1, N?(s,a)}’

conf(s,a,S, A, N, 0,t) := \/ (1)

145 log (241)
max {1, N¢(s,a)}’

confy(s,a, S, A,RN,6,t) = \/ (2)
where Nf(s,a) is the number of samples taken by agent « in (s,a), and
Ni(s,a) := 22:1 NP (s,a) is the total number of samples taken by agents in
(s,a). As all agents have the same transition function, but the reward func-
tions are individual, the confidence intervals for rewards depend only on the
number of visits in (s, a) by the agent «, while the confidence intervals for the
transition probabilities depend on the number of samples shared by all agents.
Moreover, in order to account for the S different outcomes of a sample from
the transition probability distribution, the confidence intervals in (3) have an
additional factor of v/S, cf. the bounds provided by [24], which are used in the
regret analysis for UCRL2 (and implicitly also for our results).

Each agent o then optimistically picks an MDP M® € M and a policy 7
that maximize the average reward (line 8). This policy is played until the

number of visits in some state-action pair has been doubled for some agent,
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when a new policy is computed (lines 10-14). The phases between computation
and execution of a new policy are called episodes.

We note that while the algorithm is described as a central algorithm con-
trolling all N agents, it could also be rewritten as a local algorithm for each

single agent having access to the observations of the other agents.

4.2 Upper Bound on the Mutual Regret

The following upper bound on the mutual regret of all agents using Multi-

Agent-UCRL holds.

Theorem 1. With probability 1 — &, after any T steps the mutual regret of
agents controlled by Multi-agent-UCRL with confidence intervals (1) and (2)

is upper bounded by

R < 15 (DVE + VR) |/SART log (3437,

Corollary 1. IfX < Dv/S, the average mutual regret per agent after T steps
- A ( DSVAT
is O ( R ) .

Corollary 1 shows that averaged over the agents the upper bound on the
(mutual) regret improves over the respective bound on the individual regret
of a single agent. As already mentioned, the latter is of order G(DS VAT) in
the standard reinforcement learning setting for the UCRL2 algorithm, see [12].
Appendix A provides a sketch of the proof of Theorem 1, which is based on
the analysis of [12]. The main reason for the improvement being possible is
that learning the transition function in general is harder in the sense that

the respective error has a larger influence on the regret. As several agents are
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able to learn the common transition function faster, this results in improved
bounds.

Further improvement is possible if the agents also have a joint reward
function. While this setting is not relevant in the context of transfer learning,
it still may be interesting in the context of distributed learning, when all agents
share the same MDP. In this case it makes sense to use common confidence
intervals also for the rewards that now do not depend on the individual visits
N%(s,a) of an agent a but on the number of total visits N (s, a) of all agents.

That is, confidence intervals

7log (*5)
2max {1, Ny(s,a)} 3)

conf; (s,a,S, A, N, 0,t) := \/

can be used for the rewards. Accordingly, also the episode termination criterion
should be changed to depend not on the visits of an individual agent but on
the total number of visits. That is, an episode will be terminated if the total
number of visits of all agents has been doubled since the start of the episode.

With these modifications, one can obtain regret bounds of order O(DSv/ART).

Theorem 2. In a setting where all agents share the same reward function, the
mutual regret of Multi-agent-UCRL (with confidence intervals (3) and using a
modified episode termination criterion) with probability 1 —§ after any T steps

is upper bounded by

N
> R§ < 34DS\/ARTlog (848T).
a=1

We highlight the necessary modifications in the proof of Theorem 1 to
obtain Theorem 2 in Appendix B. By Theorem 2, Corollary 1 holds without

any condition on the number of agents in the setting of shared rewards. As far
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as we are aware of, these are the first results on the regret in a distributed RL

setting.

5 Discussion

The results presented in Theorems 1 and 2 are not only the first regret bounds
for simultaneously learning agents in a MARL setting. They also provide a
quantification for the utility of transfer along the lines sketched in Section 3.
Comparing the average mutual regret of an agent (Corollary 1) to the bounds
of the single agent setting we can see an improvement due to the use of the
samples collected by the other agents learning their tasks. While the bounds
are derived for mutual transfer in a multi-agent setting, they also provide some
information about the sequential transfer in standard (i.e., single agent) RL.
That is, the mutual regret in the multi-agent setting can be considered to be a
proxy for the average regret when learning a task M, with samples from tasks
My, ...,My_1,Muy41, ..., My available, where the average is taken over these
N learning tasks. As already indicated, learning in the multi-agent setting is
harder as less information is available: In the sequential transfer setting all
samples of previous tasks are available, while in the multi-agent setting each
agent only has the samples of other agents up to the current time step at its
disposal.

Notably, while our results demonstrate a collective benefit over all tasks/a-
gents, it seems difficult to obtain any results for the utility of samples collected
when learning a specific task M, for learning a different particular task M, .
Thus, while on the one hand individual transfer seems to be difficult to
quantify, on the other hand a general mutual transfer is provable.

In the analysis, the role of a single agent is similar to that of a single state-

action pair in UCRL2. That is, while it seems difficult to say how much the
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learning process focuses on the states and actions relevant for the task to learn,
the regret analysis uses that one can at least bound the sum of visits over all
state-action pairs, cf. eq. (10) in the analysis.

For a start the choice of an RL standard algorithm like UCRL2 looks quite
natural. More generally, we think that our approach can be easily adapted
to other algorithms for which similar theoretical guarantees are available and
hence can serve as a blueprint for further investigations on transfer in RL. It
would be particularly interesting to see whether in the presented framework
it turns out that some RL algorithms make better use of additional samples

coming from other tasks than other algorithms.

6 Numerical experiments

In this section, we report some experimental results on the two domains River-
Swim and SizArms taken from [21]. These results complement our theoretical
findings and show that the improvement in the regret bounds (which are worst
case guarantees) are not just an artifact of our theoretical analysis and that

agents sharing their information indeed suffer smaller regret.

6.1 Setting and Implementation

For the implementation of our multi-agent algorithm we used for each agent
the same parameter for § set to® § = 0.5. We investigated the same domains
having a different total number of agents W in order to demonstrate that the
advantage of joint learning increases with the number of agents.

The first setting is the SizArms environment [21] with seven states and
six actions. The learner starts in a central state from which six reward states

are reachable when choosing the right action. While the central state can be

3Choosing a rather large § is equivalent to using smaller confidence intervals, which usually
results in faster convergence of UCRL2 to an optimal policy. This is because the original confidence
intervals are chosen quite conservatively in order to be able to show the bounds on the regret.

17
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reached deterministically, the reward states are differently hard to reach with
transition probabilities reaching from 0.01 to 1. That way, for some states the
learner has to explore a lot in order to reach them. When picking the right
action each of the six reward states s; gives a different mean reward of % with
1=0,1,...,5, and the agent needs to identify the state and action that provide
the highest reward. In our experiment, the various agents had the different
rewards randomly shuffled among the reward states, so that the optimal state
was not fixed but dependent on the agent. That way, agents are expected to
spend more time exploring their own promising states, while doing less useful
exploration for other agents.

The second setting we considered is the 6-state RiverSwim problem also
taken from [21], in which agents have to choose a direction that leads with
some probability to one of two possible neighbor states. The agents have to
learn to abandon safety (and a small reward of 0.05) of the initial state and go
through a sequence of no-reward states in order to reach a high reward state
(on the other side of the river) giving a maximal reward of 1. Here all agents
shared the same reward function. While this setting is not interesting from the
perspective of transfer, we performed experiments on it for the confirmation

of the results of Theorem 2.

6.2 Results

For the results we report the mutual regret over time averaged over the number
of agents (and all experiments), as well as the first and third quartiles of that
mean. In a separate graph, we display the regret achieved by each single agent
in one arbitrary run of the multi-agent UCRL algorithm.

Figure 1 shows the results for the SizArms environment. When there are

three agents for the six states to explore, the regret is similar to that of UCRL2
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in the ordinary (i.e., single agent) RL setting. However, with an increasing
number of agents the regret drops considerably. Although the agents have
different target states, states with low reward need less exploration as obser-
vations for estimating the transition probabilities are in particular provided
by other agents for which this state is more promising. Note that while with
15 agents there will be agents sharing the same optimal arm, this information
in itself cannot be exploited by any of the agents since the identity of these
agents is unknown. When taking a look at a single run, it can be noticed that
the regret of the single agents is quite differently distributed (unlike in the
RiverSwim domain discussed below). This is because the agents have differ-
ent tasks some of which are harder (when the state with the highest reward is

difficult to reach), while others are quite easy.
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Fig. 1 An experiment in the SizArm environment, with (left) the average mutual regret
for X =1 (UCRL2) and X = 3,6, 10, 15 over 64 runs, and (right) the regret of each of the
15 agents of Multi-agent-UCRL with shared information in one run.

The results for RiverSwim are displayed in Figure 2. We see that the aver-
age mutual regret is below that of the single agent setting and also decreases
with the number of agents learning together. Moreover, when studying a sin-
gle arbitrary run, we notice that the regret seems to be quite fairly divided
among the various agents, though we only have theoretical guarantees for the

mutual regret over all agents.
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Fig. 2 An experiment in the RiverSwim environment, with (left) the average mutual regret
for X =1 (UCRL2) and R = 3,6,10, 15 over 64 runs, and (right) the regret of each of the
15 agents in one run of Multi-agent-UCRL with shared information.

Note that the experimental results give much lower regret than the upper
bounds of Theorems 1 and 2. This is due to the conservative nature of the
confidence intervals we use. Usually, the empirical performance of UCRL2
and similar algorithms can be improved by further reducing the size of the
confidence intervals, however at the cost of losing the theoretical guarantees.

Overall, the results confirm that the regret is reduced when sharing infor-
mation. This holds not only when the task is the same as in the RiverSwim
example, but also when the agents have different goal states and only the

transition probabilities are shared.

7 Open Questions and Future Work

Our aim was to provide theoretical results for the benefit of transfer in rein-
forcement learning. The multi-agent setting we have considered allows to
illustrate that joint use of samples collected when simultaneously learning dif-
ferent tasks is provably useful overall. This has been formalized by our notion
of mutual regret which shrinks with the number of agents corresponding to the
number of tasks in our transfer learning setting.

While we think that our approach is of general interest, as it leads to

otherwise hardly available theoretical guarantees for transfer in reinforcement
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learning, the results we have achieved are only a starting point for further
research and moreover leave a few open questions.

One obvious point is that mutual regret and the multi-agent setting we
have considered are only proxies for the sequential setting for transfer learning
introduced in Section 3.1. It is an open problem whether one can achieve any
results beyond mutual transfer that are able to quantify the benefit of samples
collected when learning a specific task M, for another particular task M, .
A related question is that of obtaining bounds on the individual regret of a
single agent in the considered multi-agent setting. Intuitively, if the mutual
regret is smaller than the sum over the individual regret values of all agents,
some agents have to profit from transfer. However, it seems to be difficult to
show that such an advantage exists for a particular agent.

We have already pointed out that in principle any sensible RL algorithm
with respective theoretical guarantees could be chosen instead of UCRL2 and
be modified to make use of additional samples. An obvious choice would be e.g.
the algorithm proposed in [2] as it guarantees optimal regret rates. One could
even think of using samples from some algorithm to improve the performance
of a different algorithm. In any case, it is an interesting open question whether
some algorithms provably use additional samples collected during learning
another task in a more efficient way than others. One can imagine that this is
already determined by the regret bounds for the single-agent setting. However,
this need not be the case in general.

Last but not least, while regret is a natural and in our view the most
competitive measure for RL, one could try to obtain similar results using e.g.
sample complexity bounds instead. In any of these directions there is a lot of
room for future work and we hope that our research sparks some interest in

providing more respective theoretical results for transfer in RL.
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A Proof of Theorem 1

First, note that the difference between the observed rewards r{* when agent o
chooses action a in state s at step ¢ and the respective mean rewards r(s, a)
is a martingale difference sequence and hence can be bounded by Azuma-

Hoeflding (cf. e.g. Lemma 10 in [12]), so that

S5 (= (7 a)) < /3T log B2
(03 t

with probability at least 1 — (ﬁ)?)/ ‘

v

1- W, similarly to eq. (7)
of [12]. Accordingly, writing vf(s,a) for the number of visits of agent a in
(s,a) during episode k and defining A¢ = vy (s, a)(p™* — r*(s,a)) to be the

regret of agent « in episode k, we can bound

RE =D R} < > Y Af+,/3RTlog &L (4)
a a k

with probability 1 — W.

Analogously to App. B.1 of [12] using our slightly adapted confidence inter-
vals (3) for the rewards, it can be shown that at each step ¢ the probability that
there is an agent a whose true MDP M is not contained in its set of plausi-

ble MDPs M®(t) is bounded by ﬁ. As shown in Sec. 4.2 of [12], this implies

that the respective regret caused by failing confidence intervals is bounded by

DD ARL{M® ¢ M} < RVT (5)
k

[e3
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For the episodes k in which M* € M, one has analogously to egs. (14)-
(18) of [12] that

SN Apa{Me ¢ My} < ©
a k

(\/WJFQ) ZZZ \/maxvfl sNaa) (s,a)t
oy () DY e

tht1— 1

+ZZ Z (-] ssaq") — e?)ng (7)

t=t

where t; denotes the initial time step of episode k, e; is the unit vector with
i-th coordinate 1 and all other S —1 coordinates 0, and w{ is a modified value
vector (computed by extended value iteration for episode k, cf. footnote 2) for
agent a with ||wi|lec < D/2.

The last term of (7) is a martingale difference sequence and another applica-
tion of Azuma-Hoeffding gives (similar to eq. 19 of [12] but now for a sequence

of length NT)

SN (| s af) — e )wi <
@ k

Dy/3XTlog (85L) + DSARIog, (£%) (8)

with probability at least 1 — where the last term comes from a bound

12T5/4 9

over the number of episodes, similar to Appendix B.2 of [12] (but now counted

extra for each agent).
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Finally, for the two triple sums in (7), we have as shown in [12] that

ZZ\/max{kl N (s,a)} < (1+v?) Z Vit (s.0) ©)

(s,a)

and similarly

ZZZ Dy vi (s 0) < (1+v2) 3 V/Nils, a).

x{1, Ny, (s,a)} (o)

Observing that >, Nfi(s,a) = T for each a and } _, Nr(s,a) = RT' it

follows by Jensen’s inequality that

ZZZ\/M v (5:a) < (1+V2)RVSAT. (10)

x{1,N{ (s,a)} —

and

02 (s, a) B LU (s, a)
ZZZ \/max{l Ny, (s, a) ZZ \/max{l Ni, (s, a)}
< (1+\/§)\/m (11)

In summary, we obtain from eqs. (4)—(11) that the mutual regret is bounded

by

Z R$ < (D+1)y/3RTlog &L + XVT + DSARlog, (£5)
+(1+V2) < 141log (2ART) 4 2> NVSAT
+ (14 v2)Dy/14Slog (4L)VSART



Springer Nature 2021 BTEX template

Transfer in Reinforcement Learning via Regret Bounds for Learning Agents 25

with probability 1 — Summing over all 7' = 2, ... shows that this bound

4T5/4
holds simultaneously for all T' > 2 with probability at least 1 — 6.

It remains to simplify the bound. Summarizing terms, noting that

DS ARlog, (%) < DS\/NAT log if T < 342ARN log (otherwise the
theorem holds trivially, cf. App. B of [12]) we obtain

= SRy < 148/SAT log (2T 4+ 15D5,/SANT log (34X,

which completes the proof of Theorem 1.

B Proof of Theorem 2

The proof of Theorem 2 follows the same line as the proof of Theorem 1 with
a few minor adaptations due to the modified confidence intervals (3) for the
rewards, which however only causes slight changes in the constants. The main
difference is that due to the modified confidence intervals, all terms linear in X
can be avoided:

First, all agents now share the same true MDP M as well as the set of
plausible MDPs M, so that the probability that M is not in M§ neither
depends on the single agents nor on their number R. The respective regret over
all agents then is bounded by v/RT instead of R/T as in (5), however with
the same error probability.

Further, using the modified confidence intervals instead of eq. (10) one

obtains

v%(s, ) 7 vk (s, a)
ZZZ \/max{l Ntk s, CL ZZ \/max{l Ntk(S CL)}

< (1+v2)VSART,
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which also replaces the linear dependence on X by v/X and allows to summarize
terms similar to the proof of the original regret bounds of [12]. Details of the

derivation are straightforward and are therefore skipped.
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